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1    

Introduction 

Topology optimization, also referred to as layout or generalized shape optimization, is 
aimed at finding the best arrangement of material in a fixed domain in a way that 
predefined performance merits are satisfied.  In the structural design synthesis, topology 
optimization is primarily used in the conceptual design phase and the boundary of the 
obtained topology is often adjusted using shape optimization.  The field of structural 
topology optimization has been extensively studied since the late 1980s, see e.g., the 
monographs of Rozvany [1], Rozvany and Olhoff [2], Bendsøe and Sigmund [3], the 
contemporary and comprehensive surveys of Eschenauer and Olhoff [4], van Dijk et al. [5], 
and the references therein.  The goal of this chapter is limited to provide the reader with a 
compendium of the key ideas LS-TaSC is built upon. 

1.1  Topology design methods 

Topology design methods are best classified as discrete and continuous approaches.  The 
discrete formulation of topology design relies on the assumption that the optimal topology 
of the structure is described by the macroscopic variation of material (1) and void (0) 
phases.  The optimum topology or layout design problem, in its essence, consist of 
determining the optimal number, position, and mutual connectivity of the structural 
members [4].  It is shown that the resulting 0/1 integer programming problem is not well-
posed in the continuum settings which entails the need of some sort of regularization of the 
original problem [6], see e.g. [7].  Existence studies, however, indicate that non-convergent, 
minimizing sequences of admissible designs with finer and finer geometrical details, see 
[8], [9], [10] and also the results in [11], can be found for the original 0/1 problem which, in 
the limit, should be interpreted as composites made from the original constituents and as 
such are integral parts of the optimal structure [3].  The previous finding breathed new life 
into the field and led to popular continuous topology design approaches. 
In continuous or continuum topology formulations, the material at a spatial point 𝒙 ∈ Ω𝐷, 

where Ω𝐷 is a fixed design domain, need not be strictly one of the composing materials but 
may instead be some mixture of them.  Various forms of material mixtures, also called 
composites, are routinely permitted to exist throughout the design domain in intermediate 
as well as final design states [12].  Continuum topology formulation methods allow us to 
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convert a topology design problem with 0/1 integer, also called black and white or solid-
void, material parameterization to a sizing problem by virtue of material interpolation 
schemes.  The number of variables in the resulting sizing problem is proportional to the 
number of elements or nodes in the discretization of the fixed design domain.  Therefore 
topology design problems typically require the efficient solution of an optimization problem 
with orders of magnitude more design variables than constraints. 
Continuum topology formulations can be classified as relaxation and restriction based 
methods.  In relaxation methods, an assumed micro-structure is invoked ab initio, i.e.  the 
design space is extended to include parameters uniquely defining the micro-structure, and 
effective material properties are computed using a homogenization technique.  Frequently 

utilized micro-morphologies include periodic porous media [13], rank-2 laminates [14], dilute 
suspensions of ellipsoidal particles [15], and two-phase composites [16].  In restriction 
methods, no assumptions on the underlying micro-structures are made but the space of 
admissible designs is restricted in the problem formulation that renders the topology 
optimization problem well-posed.  Proposed restriction techniques may be classified as 
constraint methods [17], [18], [19], [20], [21], [22], filtering techniques [23], [24], [25], [26], 
level-set methods [27], [5], and alternative approaches, see e.g., [28], [29].  An excellent 
comparative study on restriction methods in topology optimization is given by Borrvall [22].  
Although material distributions with local mixtures are omitted in most applications, a micro-
structure with prescribed effective properties may be obtained using an inverse 
homogenization method also called as material design [30], [16]. 

1.2  Topology design for crashworthiness – a review 

Crashworthiness design is an emerging discipline that combines vehicle crash simulations 
and novel design optimization techniques and thereby entails one of the most difficult 
engineering endeavor to date [31].  The motivation is to improve occupant and pedestrian 
safety subject to material, manufacturing, and other cost functions.  Perhaps the greatest 
challenge of crashworthiness design is to accurately model the complex (multi-)physical 
phenomenon involved in a crash event.  These, among others, include geometric and 
material nonlinearities, general contact, time-dependent boundary conditions, and 
progressive damage behavior.  Other important aspects of vehicle crash simulations are 
the efficacy and scalability of distributed solvers and (real-time) visualization tools. 
In the design synthesis, the aim is ideally to find a robust solution to a multi-objective or 
multi-modal, nonlinear, and nonconvex optimization problem with potentially millions of 
design variables and several local as well as global constraints.  In view of the available 
computational hardware and the shortness of a design cycle, the latter objective is currently 
intractable.  Present approaches instead either utilize a few design parameters and 
determine a robust design by virtue of response surface methodologies, see e.g., [32], or 
use direct optimization methods in combination with other heuristic search techniques to 
find a feasible solution to a problem described by a large set of design variables.  One also 
needs to be careful when formulation the design problem which often involves conflicting 
objectives.  For example, keeping the accelerations exerted to the occupant below injury 
levels and limiting the intrusion into the passenger compartment to a inhibit chest, head, 
and limb injuries is just one the design controversies [33].  Topology design for 
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crashworthiness is still in its infancy with very limited published research.  In what follows, a 
brief summary of the previous works is given. 
In their seminal work on structural crashworthiness design, Mayer et al. [34] proposed to 
maximize the energy absorption of shell structures in a nonlinear finite element analysis 
(FEA) invoking a relaxation formulation of topology optimization.  A simple porous periodic 
micro-morphology is assumed and effective elastic as well as plastic hardening moduli at 
intermediate densities are obtained via homogenization.  Crashworthiness topology design 
of frame structures is investigated by Pedersen [35], [36].  The objective of the latter works 
is to minimize the relative error between the current and desired structural responses 
sampled at predefined time steps.  The ground structure is modelled using beam elements 
with plastic hinges and the simulation was carried out in a quasi-static sense neglecting 
contact between the different members.  The listed simplifications, while certainly limit the 
applicability of the method, permit the use of design sensitivities calculus and continuous 
mathematical programming.  
Inspired by the works of Mayer et al. [34] and Ebisugi et al. [37], Soto [33] devised a 
heuristic design approach based on the concepts of prescribed plastic strain/stress criterion 
and controlled crash behavior.  While the former idea provides the designer with a mean to 
control energy absorption within the structure, the latter includes constraints on the 
acceleration as equalities in the state equations and thereby automatically ensures their 
exact satisfaction during the design cycle.  An alternative heuristic continuum topology 
optimization technique integrating cellular automaton based local design update rules with 
FEA is proposed to solve crashworthiness problems by Patel [38] and Patel et al. [31].  The 
crux of the method is to achieve uniform prescribed internal energy density, and as a 
consequence energy absorption, within the entire structure.  Concurrently, Forsberg and 
Nilsson [39] proposed to formulate the uniform internal energy density criterion as a min-
max problem.  The use of the internal energy density in structural optimization, its 
relationship with the design sensitivity information for crash problems, and its usefulness for 
ranking variables is extensively studied by Öman and Nilsson [40], [41]. 
More recently, an topology design scheme using equivalent static loads is introduced by 
Motamarri et al. [42] and Ramani and Kaushik [43].  Conceptually, the nonlinear dynamic 
problem is replaced and solved as a linear optimization problem with multiple static load 
cases in each design iteration.  Although the approach is found to be efficient in problems 
with moderate nonlinearities, it falls short in general crashworthiness design problems [44]. 
 
 
 
The remaining part of this manuscript is organized as follows.  Material parameterization 
and interpolation schemes are discussed in section 2.  A brief overview on filtering methods 
is provided in section 3.  Finally, the topology design formulation and the solution scheme 
proposed in LS-TaSC is presented in sections 4 and 5, respectively.  
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2    

Material parameterization and 
interpolation schemes 

Material interpolation schemes derived from well-known mixing rules play a dominant role 
in the current release of LS-TaSC and are reviewed in this section.  For more details on the 
subject, the reader is advised to consult Bendsøe and Sigmund [3], [45], and references 
therein.  To set the scene for the discussion on material interpolation schemes, some key 
concepts are revisited in section 2.1.  Material interpolation schemes utilized in LS-TaSC 
are discussed in sections 2.2 and 2.3. 

2.1  Preliminaries 

2.1.1  Isotropic elasticity 

For an isotropic elastic continua, the elasticity or stiffness tensor 𝒄 at a material point 𝒙 is 
given, in component form, as 

𝑐𝑖𝑗𝑘𝑙(𝒙) = 𝜆(𝒙)𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝒙)(𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘), (1.1) 

where 𝜆 and 𝜇 are the Lamé parameters, with the latter often referred to as the shear 
modulus, 𝛿𝑖𝑗 is the Kronecker delta, i.e. 𝛿𝑖𝑗 = 0 if 𝑖 ≠ 𝑗 and 𝛿𝑖𝑗 = 1 if 𝑖 = 𝑗, and the 

summation convention is used over the indices 𝑖, 𝑗, 𝑘, 𝑙 = 1,… ,3.  For planar elasticity, 

equation (1.1) holds if the first Lamé parameter is replaced with 
2𝜆𝜇

𝜆+2𝜇
 [46].  Alternatively, the 

elasticity tensor may be expressed as 

𝑐𝑖𝑗𝑘𝑙(𝒙) = 𝜅(𝒙)𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝒙) (𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘 −
2

𝑑
𝛿𝑖𝑗𝛿𝑘𝑙), (1.2) 

where 𝜅 is the bulk modulus and 𝑑, with 𝑑 = 2,3, denotes the spatial dimensions.  

Furthermore, the relationship of the bulk and shear moduli to the Young’s modulus 𝐸 and 
the Poisson’s ratio 𝜐 is written as 

𝜅 =
𝐸

𝑑[1 − (𝑑 − 1)𝜐]
, (1.3) 

𝜇 =
𝐸

2(1 + 𝜈)
. (1.4) 
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2.1.2  Fundamentals of mixtures 

Developing computational methods to solve continuous topology design problems requires 
proper, i.e.  constitutive, treatment of continuous mixtures of materials.  The phrases 
composite or mixture are used interchangeably in this section.  The term mixing rule is 
introduced as the description and modelling of mixtures to obtain effective material 
properties as function of the volume fraction of the composing material phases. 
The volume fraction of material phase 𝑖 at a material point 𝒙 ∈ Ω𝐷 is denoted by 𝜔𝑖(𝒙) and 

represents the fraction of an infinitesimal volume element 𝑑Ω surrounding point 𝒙 occupied 
by material phase 𝑖.  Thus, 

𝜔𝑖 =
𝑑Ω𝑖
𝑑Ω

, (1.5) 

where 𝑑Ω𝑖 is the volume of the 𝑖th phase.  Considering a mixture composed of 𝑛 
constituents, natural constraints on the volume fractions include 

0 ≤ 𝜔𝑖(𝒙) ≤ 1 ∀𝑖, (1.6) 

∑𝜔𝑖

𝑛

𝑖=1

(𝒙) = 1. (1.7) 

The material volume of the 𝑖th phase within the mixture is computed as 

Ω𝑖 = ∫𝜔𝑖
Ω

𝑑Ω. (1.8) 

The study of the set of effective material properties of a generic multiphase material, also 
known as the G-closure, and the bounds on the effective properties is an active area of 
research and plays a center role in topology and material design optimization, see e.g., 
[47], [48], and references therein. 
The following discussion, unless otherwise stated, is confined to materials composed of two 

different homogeneous and isotropic elastic phases, i.e. 𝑖 = 1,2.  The resulting material 
mixtures are regarded as quasi-isotropic and quasi-homogenous.  Furthermore, it is also 
assumed that the constituents are well-ordered, i.e. 

0 < 𝜅1 ≤ 𝜅2, (1.9) 

0 < 𝜇
1
≤ 𝜇

2
, (1.10) 

where 𝜅 and 𝜇 designate the bulk and shear moduli, cf.  subsection 2.1.1, and the subscript 

𝑖, with 𝑖 = 1,2, indicates the phases.  Mixtures with non-well-ordered phases, i.e. (𝜅2 −
𝜅1)(𝜇2 − 𝜇1) < 0, are considered, e.g., by Walpole [49]. 

The G-closure of a mixture composed of two homogeneous and isotropic elastic phases is 
still unknown, however, optimal energy bounds allow us to derive bounds on the effective 
material properties of such composite, cf.  section 2.3, which can be utilized in both class of 
continuous topology optimization [48].  The effective properties of the mixture can be 
characterized using, a single variable, the volume fraction of one phase.  The volume 
fraction is often referred to as the density variable 𝜌 ∈ [0,1] in the topology optimization 

literature, i.e. equation (1.7) yields 𝜔1 = (1 − 𝜌) and 𝜔2 = 𝜌, and the method is commonly 
referred to as the density-based approach of topology optimization.  Depending on the 

value of 𝜌, one may distinguish void (𝜌 = 0), intermediate (0 < 𝜌 < 1), and solid (𝜌 = 1) 
phases.  These phase are interchangeably identified with white, grey, and black colors, 
respectively.  To avoid further confusion in the manuscript the dimensionless density 

variable or volume fraction 𝜌 is distinguished from the material density 𝜚. 
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2.2  Solid isotropic material with penalization 

The solid isotropic material with penalization (SIMP), also called the penalized proportional 
fictitious material, model [50], [51] is probably the most frequently employed interpolation 
scheme in topology design optimization to date.  In the original version of the SIMP 
method, a mixture of a linear isotropic elastic solid and a void phase is considered.  As a 
simplification with respect to power law averages, see e.g., [47], however, it is assumed 
that the solid and void phases have equal Poisson’s ratios and only the elastic modulus is 
interpolated, i.e. 

𝐸𝑆[𝜌(𝒙)] = 𝜌𝑝(𝒙)𝐸, (1.11) 

where 𝐸𝑆 and 𝐸 denote the elastic modulus of the mixture and the solid phase.  The power 

𝑝 in equation (1.11) is a constant which is aimed at penalizing intermediate densities and 
therefore the constant is also called the penalty parameter. 
A couple of things are worth highlighting at this point.  First, note that the interpolation in 

equation (1.11) results in void and solid phases at the extreme values of 𝜌 which means 
that clean solid-void designs may be obtained with the SIMP approach.  Moreover, past 
experience with the method shows that solid-void designs can indeed be realized with the 
presence of the volume constraint and if the penalty parameter is sufficiently large [45].  To 
avoid numerical difficulties, a continuation method is often used in which the penalty 
parameter is gradually increased from a small value in the design cycle.  Second, it is 
underlined that the SIMP method is a heuristic approach in the sense that it lacks exact 
correspondence to physically meaningful material bounds.  With careful selection of the 
penalty parameter, however, the SIMP method can be forced to satisfy these bounds, for 
more details see, e.g., [3]. 
The SIMP method may be easily generalized for mixtures composed of two material 
phases such that 

𝐸𝐺𝑆[𝜌(𝒙)] = 𝐸1 + 𝜌
𝑝(𝒙)𝐸2, (1.12) 

where 𝐸𝐺𝑆 stands for the elastic modulus obtained by means of the generalized SIMP rule 
and the subscripts identify the different phases.  Note that the minimum stiffness is 
independent of the penalty parameter in the above equation.  In addition, the modified 
SIMP method is claimed to be easier to generalize for the use of various filtering schemes 
[29]. 

2.2.1  Extension to elasto-plasticisty 

Deriving bounds on the effective properties, i.e.  formulating material interpolation 
schemes, of elastic-plastic materials is an unsolved problem to date.  It is argued, however, 
that exact bounds should reflect and rely on micro-mechanical considerations [45].  For 
instance, Mayer et al. [34] utilized a simple periodic porous micro-structure and computed 
the homogenized plastic hardening modulus based on the approximate Prandtl-Reuss 
equations. 
A similar problem arises in stress-constrained design problems where the strength of the 
material needs to be interpreted at intermediate densities.  As a remedy, Duysinx and 
Bendsøe [52] proposed an interpolation scheme for the strength in a linear elastic media 

based on the study of rank-2 laminates.  The latter approach, also referred to as local 
stress interpolation, has been widely used in the recent past, see e.g., [53], [54], [55], and 
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[56].  The method can be generalized for piecewise linear isotropic hardening using the 
following interpolation scheme [38] 

𝐸𝑆[𝜌(𝒙)] = 𝜌𝑝(𝒙)𝐸, (1.13) 

  𝜎0
𝑆[𝜌(𝒙)] = 𝜌𝑞(𝒙)𝜎0, (1.14) 

  𝐸𝐻𝑖
𝑆 [𝜌(𝒙)] = 𝜌𝑞(𝒙)𝐸𝐻𝑖 , (1.15) 

where the newly introduced symbols 𝜎0, 𝐸𝐻𝑖, and 𝑞 designate the yield strength, the strain 

hardening modulus associated with the 𝑖th segment of the plastic hardening curve, and a 
second penalty parameter.  Despite the apparent lack of micro-mechanical studies, the 
above heuristic interpolation scheme has been successfully applied to solve large scale 
crashworthiness problems in LS-TaSC. 

2.3  Hashin-Shtrikman bounds 

The Hashin-Shtrikman bounds [57] for a two phase composite may be written as 

𝜅𝐿/𝑈
𝐻𝑆 = 𝜅1/2 +

𝜔2/1
1

𝜅2/1 − 𝜅1/2
+

𝜔1/2

𝜅1/2 +
4
3𝜇1/2

,                 
(1.16) 

𝜇
𝐿/𝑈
𝐻𝑆 = 𝜇

1/2
+

𝜔2/1

1
𝜇
2/1

− 𝜇
1/2

+
2𝜔1/2 (𝜅1/2 + 2𝜇1/2)

5𝜇
1/2
(𝜅1/2 +

4
3𝜇1/2)

, 

(1.17) 

where the subscripts 𝐿 and 𝑈 indicate the lower and upper bounds, respectively.  

The convex combination of the formulas (𝜅𝐿
𝐻𝑆, 𝜇

𝐿
𝐻𝑆) and (𝜅𝑈

𝐻𝑆, 𝜇
𝑈
𝐻𝑆) yields an analytical 

expression for the material properties of well-ordered composites with two elastic phases.  
More importantly, the Hashin-Shtrikman bounds represent materials that have the elastic 
modulus as well as the Poisson’s ratio vary as a function of the volume fractions.  The latter 
is true even if both phases have identical Poisson’s ratio. 
Focusing on the simplest case of topology design, the two phases represent the void (1) 

and solid (2) in a single material, i.e. 𝐸1 = 0 and 𝜈1 = 𝜈2.  For notational brevity, the 
subscripts are omitted and the non-zero properties are denoted by 𝐸 and 𝜈 henceforth.  
Consequently, the Hashin-Shtrikman bounds in the different spatial dimensions take the 
following form 

 𝐸𝐿
𝐻𝑆[𝜌(𝒙)] = {

0 if 𝜌 < 1
1 if ρ = 1

 for 𝑑 = 2,3,                                                                (1.18) 

𝐸𝑈
𝐻𝑆[𝜌(𝒙)] =

{
 
 

 
 8𝐸𝜌(𝜐 + 17)

21𝜐2(𝜌 − 1) + 2𝜐(55 − 51𝜌) − 123𝜌 + 259
 if 𝑑 = 2,

2𝐸𝜌(7 − 5𝜐)

15𝜐2(𝜌 − 1) + 2𝜐(𝜌 − 6) − 13𝜌 + 27
              if 𝑑 = 3,

 (1.19) 

             𝜐𝐿
𝐻𝑆[𝜌(𝒙)] = 𝜐,                                                                                                                  (1.20) 

𝜐𝑈
𝐻𝑆[𝜌(𝒙)] =

{
 
 

 
 3𝜌(9𝜐2 + 2𝜐 − 7) − 19𝜐2 + 130𝜐 + 21

3𝜌(7𝜐2 − 34𝜐 − 41) − 21𝜐2 + 110𝜐 + 259
 if 𝑑 = 2,

𝜌(5𝜐2 + 2𝜐 − 3) − 3(5𝜐2 − 4𝜐 − 1)

𝜌(15𝜐2 + 2𝜐 − 13) − 3(5𝜐2 + 4𝜐 − 9)
          if 𝑑 = 3.

 (1.21) 
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2.4  Material parameterization of shell structures 

Topology optimization of shell structures in LS-TaSC is essentially formulated as a variable 
thickness sizing problem.  Considering the discretized problem, the set of local design 
variables includes the thickness of the shell elements which parameterize the fixed design 

domain Ω𝐷.  As a special case, note that variable thickness design of isotropic elastic 
membranes and the SIMP method with penalty parameter set to unity are equivalent and 
both match the Voigt upper bound [12], [58]. 
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3    

Filtering 

The traditional, continuum formulation of topology optimization is prone to problems 
involving checkerboards, local minima, and mesh dependency in the absence of a proper 
regularization scheme.  In the past two decades, a plethora of research works were 
published on regularization methods tailored to topology design, for a review the reader is 
advised to consult [24], [22], [29] and the references therein. 
Filtering techniques can be classified as density [25], [26] and sensitivity [23] based 
methods.  In the former case, the density of an element is typically computed as a weighted 
average of element densities in a mesh independent neighborhood of the element prior to 
solving the finite element problem and design sensitivities are modified subsequently in a 
consistent fashion.  In the latter case, the response and sensitivity analyses are first 
performed in the standard and consistent way and then the design sensitivities are 
heuristically modified as some form of weighted average of the sensitivities in a mesh 
independent neighborhood. 
Considering the complex and nonlinear nature of problems LS-TaSC is primarily designed 
for, sensitivity information is typically not available and hence we confine our discussion to 
density filtering.  Albeit different interpolation schemes may be combined with density 
filtering, for simplicity piecewise constant interpolation is assumed within an element, i.e.  a 
single density variable is associated with an element, in LS-TaSC. 
Conceptually, density filters modify the density and thereby the stiffness of an element as a 
function of densities of adjacent elements in a predefined neighborhood, i.e. 

 𝜌̃
𝑖
: = 𝜌̃

𝑖
(𝜌

𝑗
∈ 𝑁𝑖), (1.22) 

where  𝜌̃
𝑖
 is the filtered density of the 𝑖th element, 𝜌

𝑗
 is the original, i.e.  unfiltered, density of 

the 𝑗th element, and 𝑁𝑖 is the neighborhood of the 𝑖th element.  The neighborhood in LS-
TaSC is assumed to be spherical, and its radius is commonly referred to as the filter radius.  
Thus, 

𝑁𝑖={𝑖 | 𝑑𝑖𝑗 ≤ 𝑟}, (1.23) 

where 𝑑𝑖𝑗 is the distance between the centroids of element 𝑖 and 𝑗, and 𝑟 is the filter radius. 

As a direct consequence of filtering, it is important to highlight that the original, unfiltered 
densities become merely intermediate variables and the filtered densities are physically 
meaningful.  It is equally important to note that an important characteristic of filtering 
operators is volume conservation, I .e.  the material volume should remain unchanged after 
the filtering.  In practice, however, exact material volume preservation is rarely achieved 
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due to the treatment of mesh boundaries and interfaces between designed and fixed 
solid/void domains.  This is no problem as long as the volume constraint is formulated in 
terms of the filtered/physical density field.  For a more detailed discussion on the topic see 
Sigmund [29]. 
In what follows, we present filtering operators currently available in LS-TaSC.  These filters 
are used to control checkerboard instabilities, as well as to drive the final solution towards a 
fully solid/void design.  The modified version of a filter is also used to update field variables.  
As an example, the internal energy density field is first filtered and then used to compute 
the density variables in an LS-TaSC design iteration, cf.  section 5.5 for more details. 

3.1  Linear filter 

The linear density filter [25], [26] allows us to compute the density of an element as a 
weighted arithmetic mean of the densities in the neighborhood of the element, i.e. 

 𝜌̃
𝑖
=∑𝑤𝑖𝑗

𝑗

𝜌
𝑗
, (1.24) 

where 𝑤𝑖𝑗, with 𝑤𝑖𝑗 ≥ 0, ∑ 𝑤𝑖𝑗𝑗 = 1 ∀𝑖, and 𝑤𝑖𝑗 = 0 ∀𝑗 ∉ 𝒩𝑖, are weights based on volume 

and the distance between the neighboring elements.  Depending on the choice of the 
weighting function, one may define various filters which may influence the efficacy and the 
outcome of the topology design process.  This holds equally for linear and in conjunction 
with other filtering operators, e.g., [59].  The weighting functions available in LS-TaSC are 
outlined in section 3.2. 

3.2  Weighting functions 

The default weighting function in LS-TaSC is defined as 

𝑤𝑖𝑗 =
𝑣𝑖

∑ 𝑣𝑘𝑘∈𝑁𝑖

, (1.25) 

where 𝑣𝑖 denotes the volume of the 𝑖th element.  Note that averaging over the element 
volumes is essential in case of non-uniform meshes.  Alternatively, one may use the conic 
function or the smoother Gaussian distribution based weights which can be written as 

𝑤𝑖𝑗 =
𝑣𝑖(𝑟 − 𝑑𝑖𝑗)

∑ 𝑣𝑘(𝑟 − 𝑑𝑖𝑘)𝑘∈𝑁𝑖

, (1.26) 

 

𝑤𝑖𝑗 =
𝑣𝑖𝑒

−
1
2
(
𝑑𝑖𝑗
𝜎
)
2

∑ 𝑣𝑘𝑒
−
1
2
(
𝑑𝑖𝑘
𝜎
)
2

𝑘∈𝑁𝑖

, (1.27) 

where 𝜎2 is the variance. 
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4    

Problem formulation 

The most efficient topology optimization methods use sensitivity information e.g., optimality 
criterion based methods, see e.g. [1] and [3], to drive the search for an optimum.  Although 
sensitivity calculus is computationally inexpensive for linear problems [60], its use in highly 
nonlinear design problems is infeasible due to the high computational cost associated with 
the numerical simulation.  Consequently, topology crashworthiness design requires the use 
of alternative methods in practice.  For a survey on published techniques, we refer the 
reader to section 1.2. 
In LS-TaSC, topology design is formulated as a nested optimization including sequentially 
solved global and local problems.  The terms global and local originate from the nature of 
design variables in the different steps.  The set of global variables include the load case 
weighting factors and the mass fraction of the parts or design domains while local design 
variables essentially refer to the element volume fractions or densities. 

4.1  The global optimization problem 

The global optimization problem is formulated as 

minimize
𝒙

 𝑓[𝝆, 𝒖𝛼(𝝆), 𝒙(𝝆)] (1.28) 

        subject to 𝒈[𝝆, 𝒖𝛼(𝝆), 𝒙(𝝆)] ≤ 𝟎 (1.29) 

            𝒙𝐿 ≤  𝒙 ≤ 𝒙𝑈, (1.30) 

where 𝑓 is the objective function, 𝜌 ∈ ℝ𝑛 is the set of local design or density variables, with 

𝑛 being the number of variables, 𝒖𝛼, with 𝛼 = 0,… ,2, denotes the partial derivative of the 

displacement field with respect to time.  The term 𝒙 ∈ ℝ𝑙+𝑝 designates the set of global 
design variables which include the weighting factor of the different load cases and the mass 
fraction of the parts or design regions, i.e. 𝒙 = ( 𝑤1, … , 𝑤𝑙, 𝜒1, … , 𝜒‌𝑝) where 𝑤𝑖 is the 

weighting factor of the 𝑖th load case, 𝜒
𝑗
 is the mass fraction of the 𝑗th part with 𝑙 and 𝑝 

denoting the number of load cases and parts, respectively.  For notational brevity, we also 

introduce the symbols 𝒘 ∈ ℝ𝑙 and 𝝌 ∈ ℝ𝑝 to denote the set of load case weighting factors 

and part mass fractions.  The symbol 𝒈 ∈ ℝ𝑚 in equation (1.29) stands for the structural 

and other constraints with 𝑚 representing the number of constraints.  Finally, 𝒙𝐿 and 𝒙𝑈 in 
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equation (1.30) designate the lower and upper bounds on the global variables.  For clarity, 
the mass fraction is defined as the ratio of the current and target masses, i.e. 

𝜒
𝑖
(𝝆) =

𝑚𝑖(𝝆)

𝑚̅𝑖
, (1.31) 

where the newly introduced symbols 𝑚𝑖, and  𝑚̅𝑖 denote the current and the target masses 
of the 𝑖th part, respectively. 

4.2  The local design problem 

Considering the local optimization problem, we rely on the formulation originally proposed 
by Patel [38] and set the objective of the design problem to obtain uniform internal energy 
density in the structure.  Thus, the local optimization problem for a single design region can 
be written as 

minimize
𝝆

 ∑∑𝑤𝑖[𝑈𝑖𝑗(𝜌) − 𝑈̅𝑖]

𝑛

𝑗=1

𝑙

𝑖=1

 (1.32) 

subject to 𝜒(𝝆) − 1 ≤ 0                   (1.33) 

  𝝆𝐿 ≤  𝝆 ≤ 𝟏, (1.34) 

where 𝑈𝑖𝑗 is the internal energy density of the 𝑗th element in the 𝑖th load case, 𝑈̅𝑖 is the 

target internal energy density in the 𝑖th load case.  Bounds on the local design variables are 
given in equation (1.34) where the lower bound is customarily set to a small positive value, 

i.e. 0 < 𝜌
𝑗
𝐿 = 𝜀 ≪ 1, in order to inhibit a singular finite element formulation. 

A few things are worth highlighting at this point.  First, updating the global design variables 
by solving a mathematical programming problem is a new feature in LS-TaSC 3.1.  Past 
releases of LS-TaSC employed a control theory based update procedure, cf.  section 5.3, 
which is still included and maintained in the current version.  Second, the objective and/or 
constraints in both design problems are, explicitly or implicitly, functions of the local as well 
as the global design variables.  Third, the target internal energy density in the local 
optimization problem, see equation (1.32), is computed internally based on the load case 
weighting factors and the mass fraction in the current iteration.  Fourth, the above 
optimization problem only includes a single design region, e.g., component or preselected 
section of an assembly, for which the target mass and internal energy densities are set.  
This simplification, however, is merely done for easier readability and there is no limitation 
on the number of user defined design regions. 
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5    

Design algorithm 

The optimization problem, as formulated in section 4, is solved by the LS-TaSC topology 
design algorithm.  The present implementation of LS-TaSC relies on a different solution 
scheme compared to what was originally proposed by Tovar [61] and Patel [38].  Next to 
several new features and enhancements in the current version, the key differences include 

1. the elimination of cellular automaton based update rules; 

2. the definition of several update strategies for the load case weighting factors and 
the target mass; 

3. the extension to a more general design formulation through the support for general 
structural and non-structural constraints; 

4. substructuring capabilities, and the ability to exactly satisfy multiple constraints at 
once; 

5. an algorithm that converts regions of intermediate densities into a clean solid/void 
designs. 

 
The flowchart of the LS-TaSC design algorithm is illustrated in Figure 1-1.  In what follows, 
the main steps of the algorithm are discussed in more detail. 
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 Figure 1-1.  The LS-TaSC design algorithm. 
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5.1  Design initialization 

Global design variables need to be initialized by the user.  Conversely, local design 
variables are initialized automatically to satisfy the constraint on the structural mass given 

in equation (1.33).  Thus, assuming uniform density for the 𝑗th part or design domain 

𝜌
𝑖
=
𝑚̅𝑗

𝜚
𝑗
𝑣𝑖
, (1.35) 

where 𝜌
𝑖
 is the density variable of the 𝑖th element, 𝑚̅𝑗 is the target mass of the 𝑗th part, 𝜚

𝑗
 is 

the density of material in the 𝑗th part, and 𝑣𝑖 is the volume of the 𝑖th element.  Note that 
equation (1.35) yields uniform density distribution on uniform meshes. 
User defined geometric or manufacturing constraints on the geometry are treated 
automatically within LS-TaSC.  For instance, extrusion, symmetry, or casting definitions 
result in additional equality or inequality constraints between the design variables. 

5.2  Response analysis 

The physical problem at hand is solved using a numerical method in LS-DYNA [62].  In 
what follows, we restrict the discussion to the finite element method as it is the most 
frequently used numerical scheme in the structural synthesis.  However, one needs to bear 
in mind that an alternative numerical technique may be better suited to simulate the 
physical problem at hand. 
As discussed previously, the local design variables or densities are used to rescale the 
stiffness properties of the elements.  In LS-TaSC this is simply achieved by modifying the 
constitutive or material models1.  This is done in uniform discrete steps that may be defined 
by the user.  Material cards corresponding to discrete density values are written to a 
separate LS-DYNA input file prior to the initial finite element run [63]. 
Considering uniform meshes, initially the same material card is assigned to each element 
as discussed in section 5.1.  The internal energy density field, obtained as a result of the 
finite element analysis, is used to update the local design variables.  This is described in 
more detail in section 5.5.  Upon updating the local design variables a new material card is 
assigned to each element in LS-TaSC and the LS-DYNA input deck is rewritten.  This 
modified input is analyzed at the beginning of a new iteration.  Here one can take 
advantage of multiple processors using the MPP version of LS-DYNA. 
In addition, elements may also be added or deleted in each iteration.  An element is added 
within the predefined design domain, if its filtered density, cf.  section 5.5, surpasses the 
lower bound of the density given in equation (1.34).  An element with density below the 
threshold may be deleted or kept with stiffness properties scaled with the threshold value of 
the density. 

                                            
1 Note that only a subset of materials from the otherwise extensive material library of LS-DYNA [28] is 
supported in LS-TaSC. 
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5.3  Global variable update using control theory 

The update of global variables using control theory was implemented in previous versions 
of LS-TaSC.  These heuristic update rules evolved empirically based on past experience on 
large-scale industrial problems and are recapitulated in this section.  It is remarked, 
however, that the use of mathematical programming introduced in LS-TaSC 3.1 provides a 
far more flexible and general approach to adjust the global variables, cf.  section 5.4 for 
more details. 
In the presence of general constraints, the load factor weight factors and the target masses 

are adjusted in the following ways.  The weighting factor of the 𝑖th load case is updated as 

𝑤𝑖
(𝑘+1) = 𝑤𝑖

(𝑘) + ∆𝑤𝑖, (1.36) 

where the superscripts in parentheses indicate the iteration number and ∆𝑤𝑖 is the change 
in the 𝑖th weighting factor.  The desired behavior can be obtained as 

𝛼𝑖𝑔𝑖
(𝑘) + 𝛿𝑖 = 𝛼𝑗𝑔𝑗

(𝑘) + 𝛿𝑗   with 𝑖, 𝑗 = 1,… ,𝑚 and 𝑖 ≠ 𝑗, (1.37) 

where 𝛼𝑖 and 𝛿𝑖 are the scaling and shifting parameters associated with the 𝑖th constraint 

𝑔
𝑖
(𝑘).  The change in the load case weights is computed as 

∆𝑤𝑖 =
𝛾[ 𝑔̅(𝑘) − 𝛼𝑖𝑔𝑖

(𝑘) − 𝛿𝑖]

𝑔̅(𝑘)

(𝑘)

  ∀𝑖, (1.38) 

where 𝛾 ∈ ℝ+ is a scaling parameter and  𝑔̅(𝑘) is the average of the scaled and shifted 
constraint values, i.e. 

 𝑔̅(𝑘) =
1

𝑚
∑[𝛼𝑖𝑔𝑖

(𝑘) + 𝛿𝑖]

𝑚

𝑖=1

. (1.39) 

Furthermore, the change in the load case weights is bound to ensure convergence in a 
reasonable number of iterations such that 

∆𝑤𝑖 = {
max[−0.05𝑤𝑖

(𝑘), ∆𝑤𝑖]  if  ∆𝑤𝑖 ≤ 0

min[∆𝑤𝑖, 0.05𝑤𝑖
(𝑘)]       if  ∆𝑤𝑖 > 0.

 (1.40) 

The target mass of the part is adjusted to satisfy the structural and other constraints.  To 
this end, the target mass is increased or decreased in proportion to the constraint violation 
for displacement or force based constraints, respectively.  Thus, 

 𝑚̅(𝑘+1) = 𝑚̅(𝑘) + ∆𝑚̅, (1.41) 

where ∆𝑚̅ is the change in the target mass defined as 

∆𝑚̅ =
1

𝑚
∑𝛽

𝑖
𝑔
𝑖
(𝑘)

𝑣

𝑖=1

, (1.42) 

where 𝑚 is the number of constraints, 𝑣 is the number of violated constraints, i.e. 𝑔
𝑖
(𝑘) > 0, 

and 𝛽
𝑖
 is a coefficient used to scale the 𝑖th constraint.  Similarly to the update of the load 

case weights in equation (1.40), the change in target mass is also bounded to allow gradual 
changes in the structure. 
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5.4  Global variable update via mathematical programming 

Starting with LS-TaSC 3.1, global variables may as well be updated by solving the 
mathematical programming problem outlined in section 4.1.  This allows the designer to 
define and handle problems of greater complexity in a natural and mathematically sound 
fashion.  More importantly, the method lends itself to include multiple parts or domains 
within the design formulation. 
The mathematical programming problem in equations (1.28)-(1.30), can be solved using 
sequential approximations, e.g., sequential linear programming, which require the 
sensitivity of the objective and constraint functions with respect to the global design 
variables.  These derivatives may be computed by either finite differences [60] or linear 
metamodels [64] in LS-TaSC.  Sensitivities may be computed in predefined intervals 
comprising multiple design iterations.  Furthermore, to account for the nature of nonlinear 
dynamic processes, the sensitivity may be computed as an average over the previous 
iterations, i.e. 

𝜕𝑓

𝜕𝑥

(𝑘)

=
1

𝑛 + 1
∑

𝜕𝑓

𝜕𝑥

(𝑘−𝑖)𝑛

𝑖=0

, (1.43) 

where 𝑓 and 𝑥 denote an arbitrary function and global design variable, 𝑛 designates the 
number of previous iterations (or intervals) taken into account to compute the sensitivity in 

the 𝑘th iteration.  One motivation of sensitivity averaging or damping is to prevent problems 
with gradients that change their sign between successive iterations. 
In addition, move limits are imposed on the global design variables.  The move limits are 
centered around the global variables obtained previous iteration.  Hence, the update is 
given as 

𝑥(𝑘+1) = {
min [𝜇𝑥(𝑘) (1 − 𝑒

𝑘
10) , 𝑥(𝑘) + ∆𝑥]  if ∆𝑥 ≤ 0

max [𝜇𝑥(𝑘) (1 + 𝑒
𝑘
10) , 𝑥(𝑘) + ∆𝑥]  if ∆𝑥 > 0,

 (1.44) 

where 𝜇 is a scaling factor, which is set differently for load case weights and mass fractions, 
and ∆𝑥 is the solution of the global optimization problem. 

5.5  Local variable update 

The local optimization problem is solved iteratively using a zeroth-order method that 
contains three main steps.  In the first step, the internal energy density field is filtered.  
Next, the local variables are updated based on the filtered internal energy densities.  
Finally, the constraint of the resulting mass fraction is evaluated.  If the constraint in 
equation (1.33) is satisfied the algorithm terminates, else the target internal energy density 
is readjusted and a new iteration is started.  The local update scheme is depicted in Figure 
1-1. 
Filtering the internal energy density field is done through the consecutive use of a spatial 
and a temporal filter.  Assuming a uniform mesh and following the spirit of equations (1.24) 
and (1.25), the spatial filter is written as 
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𝑈̃𝑖 =
1

𝑒
∑𝑈𝑗
𝑗∈𝑁𝑖

, (1.45) 

where 𝑈̃𝑖 is the filtered internal energy density and 𝑒 denotes the total number of elements 

within the filter radius of the 𝑖th element.  The temporal filter is motivated by the observation 
that accounting for evolution of the internal energy field reduces the element deletion rate 
and thereby improves the stability of the computation.  Analogously to equation (1.43), the 
internal energy density field is averaged as 

𝑈̃𝑖
(𝑘)
=

1

𝑛 + 1
∑𝑈̃𝑖

(𝑘−𝑗)
𝑛

𝑗=0

, (1.46) 

where 𝑛 denotes the number of previous iterations considered. 
Once the internal energy density field is filtered, the local design variables are adjusted to 
reflect the changes.  While numerous rules are proposed to update the local design 
variables in the literature, e.g., see [3], a control theory inspired scheme is implemented 
here after Patel [38].  Hence, a density variable is modified as 

𝜌
𝑖

(𝑘+1,𝑙) = 𝜌
𝑖

(𝑘,𝑙) + ∆𝜌(𝑘,𝑙), (1.47) 

where the superscript 𝑙 denotes the number of iterations in the local problem in which the 

target internal energy density value is adjusted, and ∆𝜌 is the change in density.  The latter 
is computed as 

∆𝜌(𝑘,𝑙) = 𝜇(𝜓
(𝑘,𝑙) − 1), (1.48) 

where 𝜇 is a scaling factor and 𝜓 is the (filtered) internal energy density fraction defined, 
analogously to equation (1.31), as the ratio of current and target internal energy densities.  

If the updated density variable 𝜌
𝑖

(𝑘+1,𝑙)
 exceeds the bounds given in equation (1.34), the 

density is reset to the value of the violated bound. 

5.5.1  Internal energy density – two interpretations 

Considering solid elements, the internal energy density is defined differently in LS-DYNA 
and LS-TaSC.  LS-DYNA stores the internal energy density values relative to the volume of 
the element in the d3plot files.  Conversely, the internal energy density is defined and used 
per material volume in LS-TaSC.  Using the definition of material volume, see in equation 

(1.8), the internal energy density per element volume needs to be scaled with 𝜌−1 to obtain 
the internal energy density per material volume.  Generally, this difference only applies to 
energy density computations.  Energies reported in the glstat files are always unscaled. 
The above difference does not apply for topology design of shell structures.  There, the set 
of design variables comprises the thickness of the shell elements, see section 2.4. 

5.6  Stopping criteria 

An optimization cycle in LS-TaSC is terminated either if the maximum number of iterations 
is exceeded or if the change in the topology is below a predefined tolerance.  To account 
for eventual numerical oscillations, the change in topology is defined as the average of the 
changes in the current and previous iterations.  Hence, the criterion on the change in 
topology can be written as 
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1

2
∑∑∆𝜌

𝑖

(𝑘−𝑗,𝑙)

𝑖

1

𝑗=0

≤ 𝜀, (1.49) 

where 𝜀 ∈ ℝ+ is the tolerance on the change in topology.  Satisfying any of the 
convergence criteria terminates the optimization cycle. 
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